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Often in machine learning tasks, you have multiple possible labels for one sample that are not mutually exclusive. This is called a multi-class, multi-label classification problem. Obvious suspects are image classification and text classification, where a document can have multiple topics. Both of these tasks are well tackled by neural networks. A famous python framework for working with neural networks is [keras](http://www.keras.io/). We will discuss how to use keras to solve this problem. If you are not familiar with keras, check out the excellent documentation.

In [1]:

**from** **keras.models** **import** Sequential

**from** **keras.layers** **import** Dense

Using TensorFlow backend.

To begin with, we discuss the general problem and in the next post, I show you an example, where we assume a classification problem with 5 different labels. This means we are given ![n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAICAQAAACFMc0DAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAAAmJLR0QA/4ePzL8AAAAJcEhZcwAADsQAAA7EAZUrDhsAAAAHdElNRQfiCgcWNRIJHFwNAAAAcElEQVQI1y3MYQ2CUAAGwOMlIAM0UCJIAzIQwQpuNsAIjAbawM0GWAEafP6QC3BVVKPWajba9W75QG1wsrlGGD0jii6LjtxBa4eSF3qzv5M3iLAZItSiiRAaUR/zGoYouPhmB2cLGgpa0zFP6mr04AfIYi0gCJfO+gAAACJ0RVh0Y29tbWVudABSZW5kZXJlZCBieSBRdWlja0xhVGVYLmNvbSBJ0LYAAAAldEVYdGRhdGU6Y3JlYXRlADIwMTgtMTAtMDdUMjI6NTM6MTgrMDk6MDDCu90oAAAAJXRFWHRkYXRlOm1vZGlmeQAyMDE4LTEwLTA3VDIyOjUzOjE4KzA5OjAws+ZllAAAAABJRU5ErkJggg==) samples

![\[X = \{x_1, \dots, x_n\}\]](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIUAAAASBAMAAACHlwD0AAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAB3RJTUUH4QwJBBEPbVtWUQAAADBQTFRF////AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAL92gewAAAA90Uk5TABAiMkRUZnaJmau7zd3vjjpLhQAAAAFiS0dEAIgFHUgAAAFeSURBVDjLY2DACtiKGYgDHg4gkmn+LwXuPw2oUscYiAUrwST7Zwb2AFQJpg9Em2EPJhl/MoQykG2GPoRaL5JAsRn20xiwmMGaaZYlgEtn2OS0hShm8DxAV8IMNCOI5Ym9AuMBrEawKvg5f0IxQ/srhF69Gwi2g1hcwGgKYHvAyJDxEbsZDHkMUDdyg2OUseENupJrIJJzAZD4iMMzs+CsNQZAQpKhXwFNBU8BkOBNwGMG0BaJyRlAFVwTQNwJDPIT0PzCAgwhAXkDVlxmMDJ+ZggIeMYEDC15kJ+0BRi4PmLGC+uHegEnkBnMlxgwcDz7RxYFxgesCyBh6v0/gKEOPakDzWBeHtruADKD5RnQXY+RMJBvVRpRwsC6gCsAHi+YAJHGgC5kR5OE8TkT+NiJMcPjZwCDGJokjM8twFmExwxG5LSeiCaZiCXPYQMrkMxDy9No/BU4zWBtJqEMAgDvw11P8WO6vQAAACJ0RVh0Y29tbWVudABSZW5kZXJlZCBieSBRdWlja0xhVGVYLmNvbSBJ0LYAAAAldEVYdGRhdGU6Y3JlYXRlADIwMTctMTItMDlUMDQ6MTc6MTUrMDk6MDDTeZx6AAAAJXRFWHRkYXRlOm1vZGlmeQAyMDE3LTEyLTA5VDA0OjE3OjE1KzA5OjAwoiQkxgAAAABJRU5ErkJggg==)

and labels

![\[y = \{y_1, \dots, y_n\}\]](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHsAAAASBAMAAACJErzeAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAB3RJTUUH4QwJBBEPbVtWUQAAADBQTFRF////AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAL92gewAAAA90Uk5TABAiMkRUZnaJmau7zd3vjjpLhQAAAAFiS0dEAIgFHUgAAAFKSURBVDjLY2DABOkGDMQADweswjwJDMSBlVhF9YnUzWBPmXZ9yrWzZDGwTUAXxRREALcFDJkI7eJ8BjwF6F4CCzIewKabseAxw3GEdkd9Bn5gRHHtBgGwOSugghkfsWlnEfrA8BnC5G4AEl1oIRibABPEqp2BYwHzByhzDdDeqww1qPIgp4EFsWvnDWA/IDE5A2gJFyh4PjHsYEBxvB9MELt2fgXuhoBnTMCAkRcAqWT6ghkfYMGPDMyXGFCwrQJIu74D4wPWBdAYzsz8gKkdLPiRgeUZMKweI7Af0Mls0+YzsC7gCoAlEPYDWJINSBDoeHY0l4N9V8PAmcDHDlHIZsAXgKEdLOjxM4BBDC3SgbYnMzxl4BbgLIJo53foRLNBHkkwEVWKDRhYXzgmIGUZtgj0/MnVABdkRHOYKBCntsF4K7Cn6gjiiwsAqCBYAydBiR4AAAAidEVYdGNvbW1lbnQAUmVuZGVyZWQgYnkgUXVpY2tMYVRlWC5jb20gSdC2AAAAJXRFWHRkYXRlOmNyZWF0ZQAyMDE3LTEyLTA5VDA0OjE3OjE1KzA5OjAw03mcegAAACV0RVh0ZGF0ZTptb2RpZnkAMjAxNy0xMi0wOVQwNDoxNzoxNSswOTowMKIkJMYAAAAASUVORK5CYII=)

with ![y_i\in \{1,2,3,4,5\}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIEAAAASBAMAAACOfKCOAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAB3RJTUUH4QwJBBEU5z6fvQAAADBQTFRF////AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAL92gewAAAA90Uk5TABAiMkRUZnaJmau7zd3vjjpLhQAAAAFiS0dEAIgFHUgAAAHmSURBVBgZBcG/S1QBAADg7713P/T8dUsGBT3bquU9tyDiXrXYUjc2PsEsmw4aIgsSg1JrOPoLHC0SFBq6bkgIoqZASHAJc7gIhB6i0NT1fQAAoHIfAAAAAMFZpjIAAMBnnJoA1eV3wOyjJmAKhP1+m9cAAEBYcPFJChbdzGBwNToCgt8gmplEAwAI57ubEBaIU9AzsgGDW/4C1Q6ImpAAACuTQFggTsEvQ3tAdAxc64CoCQlK91TaYCAHhAXiFDCyBQytgiDvgOjZ3ZQEJ0fT4Ra4ABAViFNAIwOVN0BVB0StYJ8EVxJjabSB2wC1BcQpYAdQ3gdXdQA+MLSAFQ3qeNntdjdR3oE4BQZzgAMIch2AdbxN+e4xMAMw3EKcArPqUMt8g/LS0sEijOTWqbVx6L35Os4DlPYQp6Cca0HS9gPwFYxkdonrOAyPyqczDDQBYYEkFW1zafZOO9qmVo+OXZ6AXdE21XrpJwnMzRXOgJVJICw49/FLWurxp99fKPUIll5kbuS4/u9VqYcHy3USUN3yEITz3U0IC0AVUAVoAaoACSrpaNOnFgCEBWAcMA4IcsA4QIKxbJnnGQAEBWAaMA2o1AHTAA1UbuUAANaAoAkETcAJQNAEWAMAAJSfAgAAAACmMv4DQgN11/sMCtEAAAAidEVYdGNvbW1lbnQAUmVuZGVyZWQgYnkgUXVpY2tMYVRlWC5jb20gSdC2AAAAJXRFWHRkYXRlOmNyZWF0ZQAyMDE3LTEyLTA5VDA0OjE3OjIwKzA5OjAwD860PgAAACV0RVh0ZGF0ZTptb2RpZnkAMjAxNy0xMi0wOVQwNDoxNzoyMCswOTowMH6TDIIAAAAASUVORK5CYII=). We use a simple neural network as an example to model the probability ![P(c_j|x_i)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAD4AAAAUBAMAAAAn2JMnAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAB3RJTUUH4QwJBBEU5z6fvQAAADBQTFRF////AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAL92gewAAAA90Uk5TABAiMkRUZnaJmau7zd3vjjpLhQAAAAFiS0dEAIgFHUgAAAEqSURBVBgZBcE9a9RwHADgJ8nl3rwe/6lQFL1VRJrJ1dBPcAh2cOp0qCDWxaKLbnXMJDiZrVAo/HDoXPQLlNLdDC5uuSpInfo8AGwCqAGGCQAtgADIGuRfr78cL0wqAAFgF+aNSecBAAFgBttL5V9vAQgA4xqvk/GV7wAEgEGDE+atHs9XCwjli0cvE7IOv2XH8nOmH2f7EJ4Mfj1eQE/+/+BTpTjjlVFyqxKWwy5TBGuGV1Cc8Q9ygkmLxJppB9m5/A8g2NgDeuYt6BVrFsMDQrpXld4nWcf2Enzj0qjaeUiU/Ye0U96uDRpbP0/BivurN9Izojh6eli7y7gGcAfwmQDesQHApAIuCODHvl0AtEBHAId11gJgEwyCBmCUAADG0yUAAACYrQAAN7qyShOw/F1SAAAAInRFWHRjb21tZW50AFJlbmRlcmVkIGJ5IFF1aWNrTGFUZVguY29tIEnQtgAAACV0RVh0ZGF0ZTpjcmVhdGUAMjAxNy0xMi0wOVQwNDoxNzoyMCswOTowMA/OtD4AAAAldEVYdGRhdGU6bW9kaWZ5ADIwMTctMTItMDlUMDQ6MTc6MjArMDk6MDB+kwyCAAAAAElFTkSuQmCC) of a class ![c_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAALCAQAAAAOu8/qAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAAAmJLR0QA/4ePzL8AAAAJcEhZcwAADsQAAA7EAZUrDhsAAAAHdElNRQfhBx8AHxqbrg66AAAAiUlEQVQY02XOUXECURBE0TMoeFhYHKyGlRANSHhoQAKxgASwsHGwxEIcNB8sVAp6vqZuV/WtgNrbWXDNzTMRzo4RZj2eJ+wt69O1CKPLA+V/dy21YBDjO4rYaHhN10D1OldDWEyvrdGX5mKKihoczGi+80c1v9mu8m8K3WmV/0CzUY+Nz1xNfrgDefFbj/GRlN4AAAAidEVYdGNvbW1lbnQAUmVuZGVyZWQgYnkgUXVpY2tMYVRlWC5jb20gSdC2AAAAJXRFWHRkYXRlOmNyZWF0ZQAyMDE3LTA3LTMxVDAwOjMxOjI2KzA5OjAwgrFQIwAAACV0RVh0ZGF0ZTptb2RpZnkAMjAxNy0wNy0zMVQwMDozMToyNiswOTowMPPs6J8AAAAASUVORK5CYII=) given sample ![x_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAALCAQAAAAKTh/XAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAAAmJLR0QA/4ePzL8AAAAJcEhZcwAADsQAAA7EAZUrDhsAAAAHdElNRQfhCwkGFjO80bRvAAAAlUlEQVQY023NUU0DURSE4W9RcEHCSriAg4uDa4FK2AQpq6ESWgekdVBQ0LQOhpduNiQ783Tyz5wZgqF78Wr2hg+fuVsUujE0N00VYywWeoSdW4TyANUh1txsv7aW4Hpc7P7j5XkJRdSsU5O9EnQJkyihGUNXHLQYVF++/eDd1TlHGIrfPCObNpkf25v4pJriybaOmjN/3sRt/FUB9XgAAAAidEVYdGNvbW1lbnQAUmVuZGVyZWQgYnkgUXVpY2tMYVRlWC5jb20gSdC2AAAAJXRFWHRkYXRlOmNyZWF0ZQAyMDE3LTExLTA5VDA2OjIyOjUxKzA5OjAwH70oNAAAACV0RVh0ZGF0ZTptb2RpZnkAMjAxNy0xMS0wOVQwNjoyMjo1MSswOTowMG7gkIgAAAAASUVORK5CYII=). We then estimate out prediction as

![\[\hat{y}_i = \text{argmax}_{j\in \{1,2,3,4,5\}} P(c_j|x_i).\]](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAPMAAAAWBAMAAADnUbc9AAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAB3RJTUUH4QwJBBEQ4FNbpAAAADBQTFRF////AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAL92gewAAAA90Uk5TABAiMkRUZnaJmau7zd3vjjpLhQAAAAFiS0dEAIgFHUgAAAOQSURBVEjHtZZPiBtVHMc/M5mZ/Jkk8ypCEP9k6EEPIjOeCnVLxvqnlJU1W2TZInTHHja2rJriara1YKTQVS87ulQbL05dam1FCLRWYQ8tLeqtu1j8c+sIRfCWpL1UD/EwmWw2m5ZWzLvMj9+8eZ/3+/Ped2DIQ3IjS+n6NNEx5KGiU11LX9uO1zHecYbClD+/VTtjsjgAzUQn+uLscOLNeiQDuT4InY7yPaSMW0XUm3F3EDrhDLfB3hAkWmlzEFrxAJT9aF5fU07PoV557JL06fzBl1Zy+8enl5Cm59BW/MLvd4/+BrK+AWhH93bQE4vTJwCkACCXtdPlWH1dU/oJn4J7OVXVD5iWq/zJa6FP91L3EPVfSGd4AviKn+AsOqo59kyLp4AGwNMWho0Avl5eXl7+DlBcpYFlk3ETdQxHvkEh9EnX31tbOXeHepUEyH9X3rcZAW2VA2Cio/I6AgloAvAhhf4vH51rYAkSftrFMOUmhdDHiw5wNpx0CR4C2HHIBGXiC4CUgGT7OkodtBbACBjltVp/1iGE6F84zCHRS45fjTWwQC3NEqHjV2MNGKkDJtLkPARoCwKksroKhjkDMCVA2wQEkAoAHgbLBkpldOBXiJ+IEk6L79UHnd6E5x2l4ViQgC467ygNh+pvAOx+chMEYAiIBVITZGYAaY8AjRCd9QEMKAhkZfMqOpJ0g+L4uajNaMk3eWT9gbS1RtkSJF4B8rbcpBD6UsKyKZVj1c7qhgDsWAPgWyCeFRB/+2MIwCoC6CYZhzcl1UdnKt5UTCkAxWObCfv2NTi4Dq2d2lV79sJ55Hb7h9iFc6P/PLeypJ3aVdtxzZ66df/m1SS9aHQX2OkB41kBMV6AP3jg2nkAzUX+pCRIuuhsfWtylrgHCYcxG4hf5HJ5UJ8+bkpj5gYlUn29VjuO6kfoCgAzIBezAiAv2FqMpl8MnxkzulLSWyAThmhni8wPPCi7Ib0BTdJNAhwWHbTqCthD3karvHsEtpEXfNmd3pGPbPc2S8xG8mE4H9zudKpHXz2y0ZsxVQdQ6mAItvP8fVXF3EJBbAdDKGaOl6MO7hHN0XWi6YdRT7r3KEhwLKy1snCM03K7HaQ8tbLEaeSFxZSnVD6CoO9XoXoSkmunV/w3VRgFtXY8Wl0DwO0ze9Dh+NH9H/SoerJj3AktBcOQwu7+fwZgHEAVfeZOd6hynCve/t1d1fJfiO/gqlUF/EUAAAAidEVYdGNvbW1lbnQAUmVuZGVyZWQgYnkgUXVpY2tMYVRlWC5jb20gSdC2AAAAJXRFWHRkYXRlOmNyZWF0ZQAyMDE3LTEyLTA5VDA0OjE3OjE2KzA5OjAw4pGG5wAAACV0RVh0ZGF0ZTptb2RpZnkAMjAxNy0xMi0wOVQwNDoxNzoxNiswOTowMJPMPlsAAAAASUVORK5CYII=)

Now we set up a simple neural net with 5 output nodes, one output node for each possible class.

In [2]:

nn = Sequential()

nn.add(Dense(10, activation="relu", input\_shape=(10,)))

nn.add(Dense(5))

**Multi-class classification**

Now the important part is the choice of the output layer. The usual choice for multi-class classification is the softmax layer. The softmax function is a generalization of the logistic function that “squashes” a ![K](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAMCAQAAADB7vUKAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAAAmJLR0QA/4ePzL8AAAAJcEhZcwAADsQAAA7EAZUrDhsAAAAHdElNRQfhBgYEMBfge9MTAAAAiklEQVQY023QWxGDQAwF0CMBDUhYDUhAQyXgAQmrAQloqAQ0IOH2o7xamP3J3jnJZCIiFFXEpN+SWbz1cjyrevmNX3oGRY7uxnDkRzGIJkK3w18wW7bRJZ7AqmpU0T0ARYxeYTU/gWHvNIj2DrYNQiPGO1jPUJU/oFxXU+RyB61qEbNXhNYksl/1A3BjohL1QS3VAAAAInRFWHRjb21tZW50AFJlbmRlcmVkIGJ5IFF1aWNrTGFUZVguY29tIEnQtgAAACV0RVh0ZGF0ZTpjcmVhdGUAMjAxNy0wNi0wNlQwNDo0ODoyMyswOTowMLyfCPIAAAAldEVYdGRhdGU6bW9kaWZ5ADIwMTctMDYtMDZUMDQ6NDg6MjMrMDk6MDDNwrBOAAAAAElFTkSuQmCC)-dimensional vector ![\mathbf{z}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAICAQAAACBxB0+AAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAAAmJLR0QA/4ePzL8AAAAJcEhZcwAADsQAAA7EAZUrDhsAAAAHdElNRQfhBwYJAgMiaen8AAAAV0lEQVQI103MURGCYADA4I8GfwYimMEIZjCCHcxiBKxABDJgg/kAd/q62zZlCm8fFzNNInMMu9zDsCYWeXUoRjxly4niqjN/GP4vsR3od7kp3CSrxSZ7vjT/Nb6s/DGmAAAAInRFWHRjb21tZW50AFJlbmRlcmVkIGJ5IFF1aWNrTGFUZVguY29tIEnQtgAAACV0RVh0ZGF0ZTpjcmVhdGUAMjAxNy0wNy0wNlQwOTowMjowMyswOTowMMmPDOIAAAAldEVYdGRhdGU6bW9kaWZ5ADIwMTctMDctMDZUMDk6MDI6MDMrMDk6MDC40rReAAAAAElFTkSuQmCC) of arbitrary real values to a ![K](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAMCAQAAADB7vUKAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAAAmJLR0QA/4ePzL8AAAAJcEhZcwAADsQAAA7EAZUrDhsAAAAHdElNRQfhBgYEMBfge9MTAAAAiklEQVQY023QWxGDQAwF0CMBDUhYDUhAQyXgAQmrAQloqAQ0IOH2o7xamP3J3jnJZCIiFFXEpN+SWbz1cjyrevmNX3oGRY7uxnDkRzGIJkK3w18wW7bRJZ7AqmpU0T0ARYxeYTU/gWHvNIj2DrYNQiPGO1jPUJU/oFxXU+RyB61qEbNXhNYksl/1A3BjohL1QS3VAAAAInRFWHRjb21tZW50AFJlbmRlcmVkIGJ5IFF1aWNrTGFUZVguY29tIEnQtgAAACV0RVh0ZGF0ZTpjcmVhdGUAMjAxNy0wNi0wNlQwNDo0ODoyMyswOTowMLyfCPIAAAAldEVYdGRhdGU6bW9kaWZ5ADIwMTctMDYtMDZUMDQ6NDg6MjMrMDk6MDDNwrBOAAAAAElFTkSuQmCC)-dimensional vector ![\sigma(\mathbf{z})](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACEAAAASBAMAAAAnJKpfAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAB3RJTUUH4QgMBA442uKrMgAAADBQTFRF////AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAL92gewAAAA90Uk5TABAiMkRUZnaJmau7zd3vjjpLhQAAAAFiS0dEAIgFHUgAAACuSURBVBgZBcFBSkJRFADQ8wr74U/umyb5+RsQorE4F4Laga8lNLVh0gbcgLNoILSByCU4cxitIGjQoDI7ByAVcANAFzgFYAF0CsDBM2ANUBXAHOCkBUxQve13gvhZ7WnwdLHNhkTbfBFUS3eMOPO6JLI4N2NEOt4hsjGPDHD1WWXBpfROkD5KL2sYqK+pW/W3KRMOH+5xVEx/X/6YA6Q1YANgAXQKgC7QByAVcMs/yMwi1CKDTGEAAAAidEVYdGNvbW1lbnQAUmVuZGVyZWQgYnkgUXVpY2tMYVRlWC5jb20gSdC2AAAAJXRFWHRkYXRlOmNyZWF0ZQAyMDE3LTA4LTEyVDA0OjE0OjU2KzA5OjAwSOPz0gAAACV0RVh0ZGF0ZTptb2RpZnkAMjAxNy0wOC0xMlQwNDoxNDo1NiswOTowMDm+S24AAAAASUVORK5CYII=) of real values in the range ![[0, 1]](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACAAAAASBAMAAADI5sFhAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAB3RJTUUH4QgMBA442uKrMgAAADBQTFRF////AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAL92gewAAAA90Uk5TABAiMkRUZnaJmau7zd3vjjpLhQAAAAFiS0dEAIgFHUgAAACDSURBVBjTY9gdwIAE2HYxbGBgLWuG8BgXMTBwAwW8GXgVQHzm9s8QgaMMHBMgKiACjF8Y2B8gCzB/ZmD7gCzA8omB9SOKwGc0AQwtGIYyHGPgRLGWIRroMOZLQAEmqABrWwsDyzMgv/tPM1gADNihvoMLiKELJKIJMAbABU6jBBD7LgDPfi/Z8ZAREwAAACJ0RVh0Y29tbWVudABSZW5kZXJlZCBieSBRdWlja0xhVGVYLmNvbSBJ0LYAAAAldEVYdGRhdGU6Y3JlYXRlADIwMTctMDgtMTJUMDQ6MTQ6NTYrMDk6MDBI4/PSAAAAJXRFWHRkYXRlOm1vZGlmeQAyMDE3LTA4LTEyVDA0OjE0OjU2KzA5OjAwOb5LbgAAAABJRU5ErkJggg==) that add up to ![1](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAAANCAQAAADPwLw+AAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAAAmJLR0QA/4ePzL8AAAAJcEhZcwAADsQAAA7EAZUrDhsAAAAHdElNRQfhBgYEGxufvWJRAAAAQElEQVQI17XKQQ2AMBQE0QcKCBIq4Yurh2pBAhrQtFyakApgbjO7IhwuLYIydFER5jp1t/C3nl9ohls8htqynF8i5hOGWcvkTQAAACJ0RVh0Y29tbWVudABSZW5kZXJlZCBieSBRdWlja0xhVGVYLmNvbSBJ0LYAAAAldEVYdGRhdGU6Y3JlYXRlADIwMTctMDYtMDZUMDQ6Mjc6MjcrMDk6MDBRbr0vAAAAJXRFWHRkYXRlOm1vZGlmeQAyMDE3LTA2LTA2VDA0OjI3OjI3KzA5OjAwIDMFkwAAAABJRU5ErkJggg==).

In [3]:

**import** **math**

**def** softmax(z):

z\_exp = [math.exp(i) **for** i **in** z]

sum\_z\_exp = sum(z\_exp)

**return** [i / sum\_z\_exp **for** i **in** z\_exp]

Assume our last layer (before the activation) returns the numbers ![z = [1.0, 2.0, 3.0, 4.0, 1.0]](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAALoAAAASBAMAAAAeb9lBAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAB3RJTUUH4QgMBA45reWbpAAAADBQTFRF////AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAL92gewAAAA90Uk5TABAiMkRUZnaJmau7zd3vjjpLhQAAAAFiS0dEAIgFHUgAAAHYSURBVDjLrdXPSxRhHMfx9+z80p7dtUs/bs2fMP+A7FBEhWBzsB8Q6HQp6dJelLpEZORGFxER+nHICLpKZLA7IF4Muu4tNBBCIeigzh4URDvsxn5nGp+9+NxeA5/PPHyfeRjILrXECS2n8f8zBcYHAG6N+wA8ehtIOveXAOzJqU7iaooirPLazekEwFqkCdDnWS1B3lAJgCFKXrvuN4IyrPL3ngAUQ14ClCPWBHnHwFNglb4ZANw6kiKsa78Q8ASgXGVZEKiEYLRwNwC4VEdShBWoTed0bnvF52Hn2XqaDcBMcLYBjKguKcMKJq7M5e/9usdY+71mK8UH7wFrF3sHwKUuKcMKsELgVBzHcVxNtfv/6kpRiox6YCWduovt9iTT7nfaLx8z9+4o5jODKq90R2FE6CZjBz1OFScyJD9S3O4eo12r/Xl2/KmOYOdPphjxGoCbuIKFfUobwDf6258g35EUYYX16cbn7N4LCQx69iJNBj3Mr/ceC7JAJTSb3KHkmU2AH0iKsOJc4WeQaS+8Ophi2Of2eMBwRPnoaE+Q87UvWL+wXzzH2gKuHc4KynD+bZKrqqWrZc92I9KRs1r2bE/f4yy5q2XP9jPoaIQ65rUXT+zv4Tb+AkUmqcV3/vkAAAAAInRFWHRjb21tZW50AFJlbmRlcmVkIGJ5IFF1aWNrTGFUZVguY29tIEnQtgAAACV0RVh0ZGF0ZTpjcmVhdGUAMjAxNy0wOC0xMlQwNDoxNDo1NyswOTowMO6U+GYAAAAldEVYdGRhdGU6bW9kaWZ5ADIwMTctMDgtMTJUMDQ6MTQ6NTcrMDk6MDCfyUDaAAAAAElFTkSuQmCC). Every number is the value for a class. Lets see what happens if we apply the softmax activation.

In [4]:

z = [1.0, 2.0, 3.0, 4.0, 1.0]

softmax(z)

Out[4]:

[0.031062774127550943,

0.0844373744524495,

0.22952458061688552,

0.623912496675563,

0.031062774127550943]

So we would predict class 4. But let’s understand what we model here. Using the softmax activation function at the output layer results in a neural network that models the probability of a class ![c_j](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAOCAQAAAC1QeVaAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAAAmJLR0QA/4ePzL8AAAAJcEhZcwAADsQAAA7EAZUrDhsAAAAHdElNRQfhDAkEERWQOa8rAAAAn0lEQVQY03XQUXECQRCE4W9TCDgNGwen4XCAhpNANIADsICERALgYLEQHDQPXB1FAj1PU/90Tc+UgDL61PCTi4ciHGwinKzjUcKoTc1aN4Nv/Z0/zU+wBlX0/2HEQoc5RKm5UEYd2QrNMO/sw6CqWiyw9FUqOvtcccy1rJynU17E2RnzFjb1PfyN+PBCZXCc3/fk2YSDVUTJX9fJjuzhBi5Mg7wZ9q3TAAAAInRFWHRjb21tZW50AFJlbmRlcmVkIGJ5IFF1aWNrTGFUZVguY29tIEnQtgAAACV0RVh0ZGF0ZTpjcmVhdGUAMjAxNy0xMi0wOVQwNDoxNzoyMSswOTowMKm5v4oAAAAldEVYdGRhdGU6bW9kaWZ5ADIwMTctMTItMDlUMDQ6MTc6MjErMDk6MDDY5Ac2AAAAAElFTkSuQmCC) as multinominal distribution.

![\[P(c_j|x_i) = \frac{\exp(z_j)}{\sum_{k=1}^5 \exp(z_k)}.\]](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAMcAAAAvBAMAAAClPMMaAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAB3RJTUUH4QwJBBERl1RrMgAAADBQTFRF////AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAL92gewAAAA90Uk5TABAiMkRUZnaJmau7zd3vjjpLhQAAAAFiS0dEAIgFHUgAAAQFSURBVFjDzZhPaBx1FMc/v9mZ/Tf7Z5JDJWLC4MGDEmZARNFIBsWmGm1HTKtVIVsPWyNi1tq4pCBGEPViTYk0pJduiGKIiEutBVnR1IIePHQVUS+SPbSIIJrdxEhSNB5m/8R0dt1Md8F3mbf7G/ju7/fe+7z3W2iR7ao4fo22WabiiMm2aYTMqnugbSK31NxI20RerLlBq10iX9RcuYVBCaRP+C9m+n98cDX9DiwDn9mHAEShdSLzPIQ6GUZao8eW8hAYGrdQTUewNeYrETfFpVeQigQLvkWA+0ACii0T8a8lnzHZZyEVUUq+RUC2naUWiiwD9GWRiihFkQeGwJ+mlcclrSB0Jn5AKhLMswyKhX1Pb8PAi0Q1BWkKQ6cIENYMU1qjx+IMPDD2hK493jCFw1VPpSkM+aePBJbM4fXOP9JzkESker+Dk+7FKJ1en1nQmXIRaQpDUhHghvKnbyHq9lZsklBByrqJRJoWqQCyUOeXGTbKaiDhJtIMhgavWDXUy1lExu2tUY1gKaK7iewAQ7sAgmGbgGu2fACxTBzwv/ZUWeTAVHLWC4YiyXorvyAW6AXm+Qo+QkXR995b4q4W1pW0kX7DpA/8eZ4HHRWF59AQZUKEc7lcLpe6Nj6UAPognqrF5BRuGNr0Yk4VFgC6wTCBwylU4HsIzLbwuGIZgDj0a0jyjXlUhFjBfvhsOfBux3X67531WMMGUHWiFi8IJYPKcKAo66LQIIUP7WC4uluna+kcgD+BdPKwRiiByp1jjx0lMNmgGBM72MXe6rQkFp1nVK8UY+T2OhgCSI/oNAH07RgvAzJWrfjg0aswFLuSy+U+/X3TxpQXaQLo2zFeXhn8F+q3YUj5E0B6KwuiQY+dqotxZ48T70KoNvVsD++HJoD4xpdvILIF6O4Y/7JxRKN5AG4SKSVbfyBLXNs06dtwds3AeP0c3gJ0b9Pky7Z7so1rz274/nr14sAxizigXnYSy9M0qZZc02lCzvMJGYyEuEwvMDbwtrPkhUviV7dv+3VW6NmjYWgcpw9AtsX7nge9fW7IH00m55BXwdAY1vvKE+vrnkVUt/QbBfB97Yho3YBiwQWvx8VB53F9diuODJNOgtEUhsabxIEhFAq7J70FvlJowcqpPV0EQhlSzEorGAlxCVVHfm//GfnjWye8pXCkXB6RKlmLACNp/aUVZfOE8egxE3+C66SfrODPXq92c+VpOSaPuDVoQ6sBPXLbYgOMN7CgE/b9DD5yR9fMzMy0m0gZkDGRT3i6bt/vdIkCx1O47ET+/GwN6DczrbtPk/8R9vMdHR2du5cyXHgS6l6rak0r4OEvEPU3xywK3f6uhYWF+Vbe3a7aUiZ0xPH2rNv8P+wfqOo35OJvLkEAAAAidEVYdGNvbW1lbnQAUmVuZGVyZWQgYnkgUXVpY2tMYVRlWC5jb20gSdC2AAAAJXRFWHRkYXRlOmNyZWF0ZQAyMDE3LTEyLTA5VDA0OjE3OjE3KzA5OjAwROaNUwAAACV0RVh0ZGF0ZTptb2RpZnkAMjAxNy0xMi0wOVQwNDoxNzoxNyswOTowMDW7Ne8AAAAASUVORK5CYII=)

A consequence of using the softmax function is that the probability for a class is not independent from the other class probabilies. This is nice as long as we only want to predict a single label per sample.

**Multi-class mulit-label classification**

But now assume we want to predict multiple labels. For example what object an image contains.  
Say, our network returns

![\[z = [-1.0, 5.0, -0.5, 5.0, -0.5]\]](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAOMAAAASCAQAAAADSaF7AAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAAAmJLR0QA/4ePzL8AAAAJcEhZcwAADsQAAA7EAZUrDhsAAAAHdElNRQfhDAkEERGXVGsyAAACY0lEQVRYw+2Z7ZHaMBCGn824AI1TQUwHTtIB14G5DgIdODX4OoCrIAcdmBJydACp4Ig72PywIYSR5Q8MJ2ay/iOP9O77mtXHLhLlcpMcmOtqAFf1HIaQvRbX5OjO+v6qZMqEQoYJoz60pH/mu+4sPQkRBSN+6MbSG7GtmguddcM2aqpFu1l9UiU5OsBD3mJMTEaKElv6xgcPbIms2CljYkx3bIMqB9rF6pcqbhdGRcHUhPGVpGplzK0/WFLrswHboMiBdrH6pYr8Q/cFP7SJIaaoXt54vBX2UrRPqoIKmvOFb7qSKS+3PrCJgH3VLjDWMV8lBMtZ0Qbbn7mO1TtVAYCkzMmIZc7y5kGEEI6zbw9iLBredAFi+CWf/0mR2mD7M9exeqcqANAnAIGdrk/Hy9I6k/Jy/KBmXJ26YQOghfwkY9IF25+5gdUrVcGhW8aY88pPJ3QySbAk5kwa5uL+pB2Cc3RB3BXrUNWW+ZzVO1XB0WlxefmuK/r42JVyATDH7eT0k7dkuuiHdapyoh2s3qkqz8aEotxOJTkN5m02VS1kQ1S9jHip/TSAmHVnbH/mGlYPVSmMWZKSkJB3L1U71Y3Rad1IfChuSc7L3b99ikJaFruM+V21WmMbFDnQLlafVCnkgRhinUhEDsys+dggJhEzYuBZ1lWqHBKWq11XgmRsGR0VhISMqTYPfZJU4COGT9VJ0RrbMPPtaONg9U9VuRovf9quxo5e0/fB3p8qL/7FsZvUpAbXxt6jKvA2jDx2TQ0Gwt6jKl/DKKb/Ld4l2HtUBTDMfeMr+2tfG/83u0nKA8UfgNKRRK7qzuYAAAAidEVYdGNvbW1lbnQAUmVuZGVyZWQgYnkgUXVpY2tMYVRlWC5jb20gSdC2AAAAJXRFWHRkYXRlOmNyZWF0ZQAyMDE3LTEyLTA5VDA0OjE3OjE3KzA5OjAwROaNUwAAACV0RVh0ZGF0ZTptb2RpZnkAMjAxNy0xMi0wOVQwNDoxNzoxNyswOTowMDW7Ne8AAAAASUVORK5CYII=)

for a sample (e.g. an image).

In [5]:

z = [-1.0, 5.0, -0.5, 4.7, -0.5]

softmax(z)

Out[5]:

[0.0014152405960574873,

0.5709488061694115,

0.002333337273878307,

0.4229692786867745,

0.002333337273878307]

By using softmax, we would clearly pick class 2 and 4. But we have to know how many labels we want for a sample or have to pick a threshold. This is clearly not what we want. If we stick to our image example, the probability that there is a cat in the image should be independent of the probability that there is a dog. Both should be equally likely.

A common activation function for binary classification is the sigmoid function

![\[\sigma(z) = \frac{1}{1 + \exp(-z)}\]](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJoAAAAoBAMAAAD00/5aAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAB3RJTUUH4QwJBBESDl06iAAAADBQTFRF////AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAL92gewAAAA90Uk5TABAiMkRUZnaJmau7zd3vjjpLhQAAAAFiS0dEAIgFHUgAAAHzSURBVEjH7Za/S8NAFMe/aVN/tBUPF7FQzegiCU4OonUQFRwcFEfrIgiCFZFiRRQUHURB9A+oOhRxERFEMtRRcNDNRRFB/4I6iVLvmqtNUtskTUbfcq809+Hl3fskAWoI4RjehX875yENwj/tn+aOJsQLy7Qtms+KFtSWNluwna+N6lccaEsg7kUnfOc8ufGCVl+sadMLWljiyYjbsl7y32imSei9jqDdJe20+5GgiyZLQ4coYN2UlsYK0MtScYzSCE3OVBpXtdCaFaQ4bRCcVvoz7yzQB2SAKJu1GFzf6SiEVw0yjgC0U6j9TqMI0XaFJIiZiQuHEyIYzGGO+7eYc3VxtPqeYw6nN2j4VXJcKBr1YNoQkazlRpnjFazvWVO0ZKCa3GWO86Ij5h0dnLZYTe4yx3lDF5zQwqYuWJ+giZZcJnOf/u/N+6FUTD+bNh030oLr4gOukYYcF94LcvOw6biR1i8hh/ZhAplgT9ORx6/j1rSgqj6pagKYn5k5gfgBRpuSKC3ArFHJX45b1zZf+OC602gkqps1e44babKCFjQ0JRhtV7+75HjVkA20xjQSOKKvU3oKb0zuYtfsOd6ZvVX0EzKblFZzgfy+PJlSmNw8nDpuml6Z6OWu4HjlIH/QKlvvLMTsZfkTKeL2W8lQDXX8ByskovNcVLiPAAAAInRFWHRjb21tZW50AFJlbmRlcmVkIGJ5IFF1aWNrTGFUZVguY29tIEnQtgAAACV0RVh0ZGF0ZTpjcmVhdGUAMjAxNy0xMi0wOVQwNDoxNzoxOCswOTowMLKu/boAAAAldEVYdGRhdGU6bW9kaWZ5ADIwMTctMTItMDlUMDQ6MTc6MTgrMDk6MDDD80UGAAAAAElFTkSuQmCC)

for ![z\in \mathbb{R}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACwAAAANBAMAAAAgWpGhAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAB3RJTUUH4QwJBBEVkDmvKwAAADBQTFRF////AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAL92gewAAAA90Uk5TABAiMkRUZnaJmau7zd3vjjpLhQAAAAFiS0dEAIgFHUgAAACWSURBVBjTY2BABaxn5q2+acCAAdQ5GcJKkfmrdwtAhDk5EaIciwVgqrk4gEzup2wggTaEIZzcQLrUfQqQZFqAEK46CmKwBAAJtgCYMM+ZGwoghivY6NO7d0Ot1NACu9QBRLI5wA1hd0sA0iEMrCCzJyDMXtgENHl56CYQtxUhrMmpwCDOdNcByd1sd9YtYl39GcOXEAAA1SsgehFf4DcAAAAidEVYdGNvbW1lbnQAUmVuZGVyZWQgYnkgUXVpY2tMYVRlWC5jb20gSdC2AAAAJXRFWHRkYXRlOmNyZWF0ZQAyMDE3LTEyLTA5VDA0OjE3OjIxKzA5OjAwqbm/igAAACV0RVh0ZGF0ZTptb2RpZnkAMjAxNy0xMi0wOVQwNDoxNzoyMSswOTowMNjkBzYAAAAASUVORK5CYII=).

In [6]:

**def** sigmoid(z):

**return** [1 / (1 + math.exp(-n)) **for** n **in** z]

In [7]:

z = [-1.0, 5.0, -0.5, 5.0, -0.5]

sigmoid(z)

Out[7]:

[0.2689414213699951,

0.9933071490757153,

0.3775406687981454,

0.9933071490757153,

0.3775406687981454]

With the sigmoid activation function at the output layer the neural network models the probability of a class ![c_j](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAOCAQAAAC1QeVaAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAAAmJLR0QA/4ePzL8AAAAJcEhZcwAADsQAAA7EAZUrDhsAAAAHdElNRQfhDAkEERWQOa8rAAAAn0lEQVQY03XQUXECQRCE4W9TCDgNGwen4XCAhpNANIADsICERALgYLEQHDQPXB1FAj1PU/90Tc+UgDL61PCTi4ciHGwinKzjUcKoTc1aN4Nv/Z0/zU+wBlX0/2HEQoc5RKm5UEYd2QrNMO/sw6CqWiyw9FUqOvtcccy1rJynU17E2RnzFjb1PfyN+PBCZXCc3/fk2YSDVUTJX9fJjuzhBi5Mg7wZ9q3TAAAAInRFWHRjb21tZW50AFJlbmRlcmVkIGJ5IFF1aWNrTGFUZVguY29tIEnQtgAAACV0RVh0ZGF0ZTpjcmVhdGUAMjAxNy0xMi0wOVQwNDoxNzoyMSswOTowMKm5v4oAAAAldEVYdGRhdGU6bW9kaWZ5ADIwMTctMTItMDlUMDQ6MTc6MjErMDk6MDDY5Ac2AAAAAElFTkSuQmCC) as bernoulli distribution.

![\[P(c_j|x_i) = \frac{1}{1 + \exp(-z_j)}.\]](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAMMAAAAqBAMAAAD8GvLTAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAB3RJTUUH4QwJBBESDl06iAAAADBQTFRF////AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAL92gewAAAA90Uk5TABAiMkRUZnaJmau7zd3vjjpLhQAAAAFiS0dEAIgFHUgAAAKuSURBVFjD7Zc/aBNxFMc/98vlLs3FejgUBCm3Sim9TfAPhoqLf+oJpUg7FJcgglqlbXCrOCi4RISKXUzVQSpCLaLDoYSuDoZS1K0ZXNxySa1UBR1yufy5qyTNdZG+5Y537+6T33u/9/29QAgmPWGHLXKnvNMIpF3ELuJ/RfRUb2TPpeitvSpaRGSrN1rt12VaI9z7ffvfAY83Hy0YdJl+BCMhZbI7Q1eBPgIQiZAQAxbRdaaDELFkOIhrOrESy0EIORMO4iV0ZykCl1JGBTHyIDUPIBXCQXxDWkDkIT6TmEAzNaLG0IkSR4BiKATxM33XJJKDK6g6Ao0oV9GRAAeI27Zt2xMdIJQSQCQHP2q1mHMfOg2hf9q2ShbiBQApX+lRJY0GfAJ1PrREdVfaukjEAWOwHw1JKmOdf+2Wu/NEDVgALMEqqqmPojGuOrIhFdrdtD3NJdCBYwb7194AkIKDqeswi8bhqQuTqJl2Wy/bLMAZYMgTJg6415Vq6yUOwZ52Bqaaym0hcdWAQhURm/TFeAOTHKTyfT5PInCZ8mK9mGe3OHtUMwAx7fM057kHIBa36PJcqt4OYtnnCdwtiVRLJ6iLUNP3lY/Z41/OrKefNfTQe+vidiWuCfGcs2iZOGKDXkvka6sfvpl0m61DRKTEXlP6egvhECtEcnWBJ0Ezm/WnDcQL+90H+y0oG6nLJueSCIdoKZKDMdu27VcgWyDoAFFdhVIEOLqIcIg6Ui1RDLvXjhMlykgGM58RDrF83feiSSwlvb1yi8Zyz6ES1wdMsUFvkiUv7NTUmDHYv61z2RuYXITy8Ia6Zo5v7vuefgrefpcm+lfRRzubLppaTzj1KufarF/i2qoJAYgmGVwJb9IDTv9K+sW84Je4zq3hSJIX/RIXrsXi1k7/5ajT07/FAuPzR0HDGgAAACJ0RVh0Y29tbWVudABSZW5kZXJlZCBieSBRdWlja0xhVGVYLmNvbSBJ0LYAAAAldEVYdGRhdGU6Y3JlYXRlADIwMTctMTItMDlUMDQ6MTc6MTgrMDk6MDCyrv26AAAAJXRFWHRkYXRlOm1vZGlmeQAyMDE3LTEyLTA5VDA0OjE3OjE4KzA5OjAww/NFBgAAAABJRU5ErkJggg==)

Now the probabilities of each class is independent from the other class probabilities. So we can use the threshold ![0.5](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABYAAAANBAMAAABfi4NQAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAB3RJTUUH4QYPFCgIjkaqRQAAADBQTFRF////AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAL92gewAAAA90Uk5TABAiMkRUZnaJmau7zd3vjjpLhQAAAAFiS0dEAIgFHUgAAAB2SURBVAjXY2CAAkZFIBGeYQAkmf7/n8DAsoHhEpDNnGLIwMATwNAJYgcACXkHhjoY296AIR/EbgNq81dgiBcAsgsYHzH4G4DZQLALpgYI1sL08iYA2TwJDDNBbAeGmwysILtsFdgFWB4yMERkODD4GTCUdwoAAPCMGR57P3fRAAAAInRFWHRjb21tZW50AFJlbmRlcmVkIGJ5IFF1aWNrTGFUZVguY29tIEnQtgAAACV0RVh0ZGF0ZTpjcmVhdGUAMjAxNy0wNi0xNVQyMDo0MDowOCswOTowMGDTygsAAAAldEVYdGRhdGU6bW9kaWZ5ADIwMTctMDYtMTVUMjA6NDA6MDgrMDk6MDARjnK3AAAAAElFTkSuQmCC) as usual. This is exactly what we want. So we set the output activation.

In [8]:

nn = Sequential()

nn.add(Dense(10, activation="relu", input\_shape=(10,)))

nn.add(Dense(5, activation="sigmoid"))

To make this work in keras we need to compile the model. An important choice to make is the loss function. We use the binary\_crossentropy loss and not the usual in multi-class classification used categorical\_crossentropy loss. This might seem unreasonable, but we want to penalize each output node independently. So we pick a binary loss and model the output of the network as a independent Bernoulli distributions per label.

In [9]:

nn.compile(optimizer='adam', loss='binary\_crossentropy', metrics=['accuracy'])

To get everything running, you now need to get the labels in a “multi-hot-encoding”. A label vector should look like

![\[l = [0, 0, 1, 0, 1]\]](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHIAAAASBAMAAAB1B5cUAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAB3RJTUUH4QwJBBETeVoKHgAAADBQTFRF////AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAL92gewAAAA90Uk5TABAiMkRUZnaJmau7zd3vjjpLhQAAAAFiS0dEAIgFHUgAAAENSURBVDjLnZMxSgNBFEDf7GZ3DcOKhaZ1b5ATCPaCpLeJvUUKyQUiprDJGawEQdIJmVobG/EEFmJtHEsLi90Z/H9ZCJnmwVsefObvwMOE/8eN2OTkK9g9FmpJNp0BRGJuaQsLQ1R5QlkBkenc15+EsHChyyd2FkAkpimFsHCnSvND8Q4ExlIKCx+qTD35FxAYSyksyVqVvW+yNRAYSyks+SvAvXPOPdalb0qvSy/L/mLbacvRtjd0uF/JaXlu5giMWxHCMiz0Ps8oq/SNSBIPR5USlv6lLrPrK3qfRCY3vzNOx0rY1q+8rBEmiRNNlOgsB0iasRKd5TmS+Z4SXaVpdhXIAUq0y5fNXnax+gMHoHYVwgBV5wAAACJ0RVh0Y29tbWVudABSZW5kZXJlZCBieSBRdWlja0xhVGVYLmNvbSBJ0LYAAAAldEVYdGRhdGU6Y3JlYXRlADIwMTctMTItMDlUMDQ6MTc6MTkrMDk6MDAU2fYOAAAAJXRFWHRkYXRlOm1vZGlmeQAyMDE3LTEyLTA5VDA0OjE3OjE5KzA5OjAwZYROsgAAAABJRU5ErkJggg==)

if class ![3](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMCAQAAAAaVV8oAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAAAmJLR0QA/4ePzL8AAAAJcEhZcwAADsQAAA7EAZUrDhsAAAAHdElNRQfhBggILA/8pZhPAAAAcElEQVQI11XOWxWCQACE4W9NQAYibAZogBXsYAQjbAZsoBWwgRmIMD6AHjnz9p+5laBc0Bm13BGaOUIVQ5xAD3lhRH5SxZQDemwFJWwDIzlzDE5W/SEYVksIs2FHiwS9aDt6W7+u7v9EidK5guqWJx8/4UlSF3MKVgAAACJ0RVh0Y29tbWVudABSZW5kZXJlZCBieSBRdWlja0xhVGVYLmNvbSBJ0LYAAAAldEVYdGRhdGU6Y3JlYXRlADIwMTctMDYtMDhUMDg6NDQ6MTUrMDk6MDDxxJX1AAAAJXRFWHRkYXRlOm1vZGlmeQAyMDE3LTA2LTA4VDA4OjQ0OjE1KzA5OjAwgJktSQAAAABJRU5ErkJggg==) and class ![5](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAANCAQAAAA+y+ezAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAAAmJLR0QA/4ePzL8AAAAJcEhZcwAADsQAAA7EAZUrDhsAAAAHdElNRQfhBhEWCw8dybxFAAAAfUlEQVQI113O0U3DUBhD4e+PGOCqbJBuEGCDzsIIYRa6ATOQGdiAMAFpNnAfEqkF+8nWkWURoem1CKGX3e9RUYNns8WclQewZLKr808b8VIHHH3kayt+c6aan3qq3OH1af27sRo66rteb91GzHsaTMK4nz65aBXUiEfNW9YryaAq4LdBQ00AAAAidEVYdGNvbW1lbnQAUmVuZGVyZWQgYnkgUXVpY2tMYVRlWC5jb20gSdC2AAAAJXRFWHRkYXRlOmNyZWF0ZQAyMDE3LTA2LTE3VDIyOjExOjE1KzA5OjAwtMf8AQAAACV0RVh0ZGF0ZTptb2RpZnkAMjAxNy0wNi0xN1QyMjoxMToxNSswOTowMMWaRL0AAAAASUVORK5CYII=) are present for the label. We will see how to do this in the next post, where we will try to [classify movie genres by movie posters](http://depends-on-the-definition.com/classifying-genres-of-movies-by-looking-at-the-poster-a-neural-approach/) or [this post](http://depends-on-the-definition.com/classify-toxic-comments-on-wikipedia/) about a kaggle challenge applying this. Note that you can view image segmentation, like in [this post](https://www.depends-on-the-definition.com/unet-keras-segmenting-images/), as a extreme case of multi-label classification.